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1 Introduction

1.1 Product Description

The Dell™ PowerConnect™ 8024F is a high density, 10Gb Ethernet switch designed for data center,
aggregation, and unified fabric deployments requiring high throughput and availability. These high
density, 24-port, 10Gb switches are ready for Ethernet environments that need to support dense
virtualization, iSCSI storage, or 10Gb traffic aggregation. The 8024F also provides full, Layer 3 routing
features in a compact 1U form factor with data center friendly front-to-rear cooling.

Testing has been performed that proves the value of the PowerConnect 8024F when used to build a
storage area network (SAN) using the Dell™ EqualLogic™ series of virtual storage arrays. Based on this
testing, the PowerConnect 8024F is an excellent switch for use when building SANs that consist of
one or more 10Gb/s PS 6x10 arrays.

This reference design paper illustrates how to build a small SAN consisting of two (2) PowerConnect
8024F switches. It also provides data to support its belief that the PowerConnect 8024F can support a
medium sized SAN using a two-switch solution, and can support six (6) or more 10Gb/s arrays with
six (6) or more 10Gb/s hosts in a fully redundant configuration while offering excellent overall SAN
performance for a variety of workloads. The actual ratio of arrays to hosts is based solely on the
available number of ports when using two switches.

2 Objectives

This document provides reference design document is to provide details on the configuration of the
PowerConnect 8024F switch when used with EqualLogic PS Series storage.

The goal of this exercise is not to provide a comprehensive set of possible configurations, but is an
illustration of one possible solution using all of the accepted common practices recommendations for
EqualLogic SANs. This document is designed to focus solely on the switch settings and interconnect
methodology and not on the configuration of the host or arrays. For this reason, a standardized host
system and EquallLogic Group configuration was used for this reference architecture. The overall
solution is designed such that it is easy to deploy — many settings are based on defaults values — and
allow the customer to quickly deploy a SAN solution based on these switches.

The following overall guidelines were used for developing this reference solution:

1 All hosts have two (2) Ethernet ports attached to the SAN per EqualLogic documented best
practices for a redundant storage network.

1 AU SAN attached ports will be configured based on default, “out of the box” settings with the
exception of the use of Jumbo Frames, and Flow Control, which was enabled for the solution.

1 Microsoft Windows Server was the operating system used on all hosts

1 EquallLogic’s Host Integration Toolkit was used for all hosts. In particular, Dell's EqualLogic
MPIO Device Specific Module was used to provide best practices, EqualLogic aware
multipathing.

1 Host connections to the SAN equaled the number of active array ports connected to the SAN.
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0 Since each PS6x00 series array has four (4) active array ports, for each array in the test
configuration, there will be two (2) hosts connected to the SAN
0 Since each PS6x10 series array has two(2) active array ports, for each array in the test
configuration, there will be one (1) host connected to the SAN
0 While this may not meet each customer’s requirements, this decision was used to
simplify the testing by allowing us to insure that there were an adequate number of
hosts to run the various workloads used during testing and to generate enough load to
ensure that the PowerConnect 8024F could manage the traffic for a maximum
number of arrays. It is expected that customers who deploy fewer arrays, has the
flexibility to deploy more hosts as the available ports allow.
1 The SAN was a single subnet and non-routed.
The SAN was based on standard IPv4 addressing
1 All testing used three pre-defined standardized workloads that reflect various types of real-
world SAN utilization.

]

Note: For more information on EqualLogic SAN design common practices
recommendations, consult the EquallLogic Configuration Guide that can be found at

www.delltechcenter.com/equallogic/pages/equallogic

3 Reference SAN Design Configuration Details

The resulting reference design documented in this paper consists of two (2) PowerConnect 8024F
switches. The switches are inter-connected using a multi-link aggregation group based on industry
standard protocols to provide adequate bandwidth between switches to support the resulting
configuration.

Connected to these switches are a total of six (6) PS6010 arrays and six (6) PowerEdge servers. Based
on lab tests and the number of ports available for use to connect hosts, arrays, and to inter-connect
the two switches, it was determined that this was the maximum recommended SAN when using this
switch.

These six arrays were configured into three (3) storage pools. Each pool was dedicated to a different
workload type to ensure maximum performance of volumes for each workload profile. The resulting
SAN reference configuration is illustrated in Figure 1 below.
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Figure 1- Two Switch / Six Array Reference Configuration
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3.1 Server Configuration
Nine Dell PowerEdge™ R610 rack servers were used in this test. Each server is described in Table 1

below.

Table 1 - Server Configuration Parameters

BIOS

2.19

Intel™ 5500-5520 Chipset

A02

(O Windows Server® 2008 R2
Host Network Interface Configuration (x2 per server)
Model | Dell Broadcom™ BCM57711 - Dual Port
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iSCSI Offload Engine (iISOE) Enabled

TCP Offload Engine (ToE) Disabled

NDIS Mode Disabled

iSCSI Initiator Microsoft® Windows Server® 2008R2
BCM 57711 Software 1 Firmware: 5.2.7

q iSOE driver: 5.2.11
 NDIS driver: 5.2.14
T VBD driver: 5.2.22

MPIO Configuration
Dell EqualLogic Host Integration Toolkit Version 3.4

Dell EqualLogic MPIO Device Specific Module 1 Maximum Sessions per Slice(array): 2
1 Maximum Sessions per Volume: 6

3.2 Array Configuration
Six EqualLogic PS Series arrays were used in this test. All arrays in the Storage Group were the same

model and using the same Array Software version. Array configuration information is described in
Table 2 and Table 3 below.

Table 2 - Array Configuration Information

EquallLogic Storage

Array Model EqualLogic PS6010XV

Firmware 4.3.6

Table 3 - Pool Definitions

Pool Array RAID Policy Primary 10 Profile
A EQLO1 RAID 10 Small block
EQLO2 RAID 10 Random 1/O
EQLO3 RAID 10
EQLO4 RAID 10
B EQLO5 RAID10 Large Block
Sequential I/0O
C EQLO6 RAID10 Medium Block
Sequential I/0O

3.3 Switch Configuration

The PowerConnect 8024F is a single ASIC switch utilizing an on-ASIC, dynamically managed packet
buffer memory architecture with 16Mbits (2MB) of memory. The PowerConnect 8024F is configured
as a “Store and Forward” switch by default, though it does support cut-through switching, which can
be enabled in the firmware. There were no noticeable gains observed in running the PowerConnect
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8024F in cut-through mode in an EqualLogic SAN. There are no oversubscription points with in the
PowerConnect 8024F architecture, the single ASIC design can actually support up to 25x 10Gb/s of
line rate switching though it is currently designed with only 24x 10Gb/s ports. In addition, every 10Gb/s
port is provided with a full 10Gb/s pathway to the ASIC.

Based on our analysis of the switch architecture and lab validated testing, the following sections
describe the settings that should be used to configure the switches in this reference architecture.
Section 3.3.1 provides a general overview of the switch configuration. Section 3.3.2 describes the
global switch settings and the commands used to configure these settings. Section 3.3.3 describes the
port specific settings required for host and array ports. Section 3.3.4 describes the inter-switch
connection Link Aggregation Group configuration and settings.

3.3.1 Overview of Switch Settings
Table 4 provides an overview of the settings used to configure the switches for this SAN.

Table 4 - Switch Settings Used

= —a —a A

= =
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